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## Abstract


#### Abstract

A nonlinear jersion of redunciancy analysis is introduced. The Eecinique is called peDjubals. It is implesented within the computer prograu for canonical Correlation analysis callea Calleis (Van der Eurg \& De Leeus. 1983). The PEDU:iDAIS algorithm is of an alternãing least squares (ins) iype. The technique is defined as minimization of 3 scuazed distance between critezion variables and weighted predictor variables. Witin tie nelp of optimal scaling the variables are transformed noniineariy (cif. Young. 1981). An application of Etcunciancy analysis is prozidec.


Key words: redundancy analysis, cano:ice: cozieiation Entlysis, optimal scaling, nonlinea. transformetion.

## Nonlinear Redurdancy Rnalysis

## Introduction

In many situations data are available from difierent sources. Suppose the data are $0 \leq$ the form: objects $x$ variables. and let us suppose tine data from one source cerresponci witn a subset of variables. In case two (suib)sets of variables are available a possible technique to relate ine sets to each other is canonicai corzeiation analysis (CCA). This vechnicue is described in many calinvariate analysis textiosoks (e.g. Tazsuoka. 1971. chap. 6:. Gnanadesixan. 1977. chap. 3.3). In
 a symeiric treatment is not always ratural. It also happens that it is clear from the data which variabies are predictors and winch ones are criterie. In suen cases redundancy ane:ysis (RE) is a possible iechnique.

The name reciurcianct analysis origimatus from Van den Nollenberg (1977). Blinough he sas the first one so name ine technique. it actualiyciates back from an eariier peziod. De Leevir (1986) discusses the historit of 踝. We briefly Sumarize iz. Еorsi (1955). Rao (1962). Sie:art \& Love (1968) and Glahn (1969) all propose the Redurdency Index. Reo (1964) and Robert \& Escoufier (1976) discuss technigues for decomposing this Redundancy index to uncorrelated componeats Fort. .I (1966) proposes 'simultaneous lisear pz dictions" mi=h is equisaleat wi=h RA (ct. Ten Eerge. 1985). Izenman (1975) and Dasies \& Tso (1982) also treat Ris. bit uncer the
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name Reduced Rank Regression. So far the discussion of De Leeut (1986). Johansson (198i) proposes several forms of RA. which vary sith ortiogonality constraints. and DeSarbo (1981) disscusses $a$ rechnique which is $a$ mixture between CCA and RA. Jan de Geer (1984) places various ifpes of $\overline{2 \pm}$ in a larger framesork of $\%$ sets COA. Israèls (1986) treats RA witi various normalizazions and rotaiions. Yeulmen (1986. chap. 5.2.1) discusses a version of ki whici can be show to be a
 uses a completely difierent approach. fozmilating pis in terms of distances betmeen objects of indiziduais. We cope mill baci: to this later.

A nonlinear fersicn ct fit has been proposed by istaês (1984). Eis Eechnigue wikes $i=$ possible to incorporate qualitative variables $\mathrm{D}_{\mathrm{y}}$ ine use of dumies". Also Veulman (1986. chap. 5.2.1) discusses a nomineaz version of 2\%. dealing xith raniables on an oziinal measurement level. in inis prper another feision of noalinear 23 is proposeci. it larger choice of measurement levels is possible for each vaミiable than in case of israêis (i934).

As the algorith for nonlinear reaundancy analysis shows many correspondences with tiee zigozithm for nonlinear CCE proposed by van der Eurg ? De Leere (1983). the computer program for nonlinezz PR. called REDHADAS. is eminoiced in the canonical correlation analysis prugram. calzed Canifls.

## Redundancy analysis

Suppose tine daia consist of observations for $n$ objects on m Jariables. and assume that the $m$ variables can be difided into mo criterion variables and $\boldsymbol{m}_{2}$ predictors. In adaition assume that each fariable is standardized. i.e. it has zero nean and unit variarie. Collect the criverion variables in the matrix $\mathrm{H}_{1}$ of dimensions ( $\mathrm{X} \mathrm{m}_{1}$ ) and the prediccors in $\mathrm{H}_{2}$ ( $n \times x_{2}$ ). The Recurciancy Index of Stewart \& Love (1968) is obeainec by a multi:iariate multipie regression of hi. the colums of $\mathrm{g}_{1}$. ( $\left.i=1 \ldots \ldots \mathrm{~m}_{\underline{1}}\right)$ on $\mathrm{g}_{2}$. Thus


$$
\text { orez } b_{1} \ldots b_{z i} .
$$

were the reatco $b_{1}\left(\operatorname{Ha}_{2}\right.$ elemeats) consisis ci regressicn meights. The squared distazee on loss is diriced by a factoz תmi for the saie of comering ine various iecinagues. The matrix formilation of (I) is:


This expression is minimized
(3) $B=\left(\mathbf{E}_{2} \cdot \mathbf{H}_{2}\right)^{-1} \boldsymbol{I}_{2} \cdot \mathbf{E}_{1}$.
provided that $\mathrm{H}_{2} \cdot \mathrm{H}_{2}$ is of full rank. Substitution of (3) in (2) gives the minimum:

$$
\begin{equation*}
\operatorname{Er}\left(\mathrm{H}_{1} \cdot \mathrm{H}_{1}-\mathrm{B}_{1} \cdot \mathrm{H}_{2}\left(\mathrm{H}_{2} \cdot \mathrm{H}_{2}\right)^{-1} \mathrm{H}_{2} \cdot \mathrm{H}_{1}\right) / \Omega \pi_{1} \tag{4}
\end{equation*}
$$

Denoting $R_{1 i}$ for $H_{1} \cdot H_{i} / n$ and $R_{12}$ and $R_{22}$ for $H_{i} \cdot H_{2} / n$ and $\mathrm{H}_{2}{ }^{\circ} \mathrm{H}_{2} / n$ respectivelig. expression (4) is equivalent to
(5) $\quad 1-i=\left(R_{1} 2_{22} R_{R_{21}}\right) / s_{1}$.
 index of Sieware $\&$ Iove (1908). Thus Einimizing (1) co:responcis to coupring tie Reduncianciz Inciex.

Eowerer this is not tiae same as perfoming a =edunciancy analysis in tine sense of Van den Hollenberg (1977). He searches for (normalized) Eefghts that optimize the explained variance between criterion zarizbles and weighted precictors. These weigit veciors $v$ (祖 eiemen*s) are eigenvectors of the matrix $R_{22}{ }^{-i} R_{21} R_{12}$. Denote the corresponding eigentalues bry y. Thea

Wen all vis are solved. the sum of eigenvalues ecuals the Redundancy Indez (cf. Israèls. 1934). In fact ue can see Van der Wolleniberg's analysis as a specialization of our minimization proslea (2). namely ine case in which tinere are rank restrictions on matix B. i.e. B=vi aith $V\left(\pi_{2} x=\right.$. w
$\left(m_{;} x r\right), 1 \leq r \leq m i n\left(m_{1}, m_{2}\right)$, and normalization constraints on $V$. i.e. $V \cdot R_{22} V=I$. Expression (2) is rewritten in terms of $V$ and \% as foilows
(7) minimize $\operatorname{tr}\left(\mathrm{H}_{1}-\mathrm{H}_{2} \mathrm{VF}^{-}\right)^{\prime}\left(\mathrm{H}_{1}-\mathrm{H}_{2} \mathrm{VH}\right) / \mathrm{m}_{1}$ over V and H subject to the concition that $V^{-} \mathbf{R}_{22} \mathbf{V}=\mathbf{I}$.

Some computationai nork shows tinat the columns of $v$ correspond to the vectors $v$ discussed above. liote that Van den Wollenberg has the choice of r. i.e. bow many eigenvectors y will be computed. In our case automatically all zeights $B$ are solved $\leq 0 r_{\text {. }}$ as this is implicit to the way (2) is formulated. Aithough (7) is more restrictive than (2). we can argue that formiation (7) is the more general one, as (7) can be soived for $r=\pi_{1}$ (assuming that $m_{1} \leq m_{2}$ ). and for lower values of $r$.

Expression (1) also shous the relation between reduced rank regression and redundancy analysis. as reauced rank regressivn corresponds to (7) with seall r (c.f. De Leeur. Kcoijaart \& Van cier Leeden. 1985). To recognize other forms of PA it is necessary to formulate expression (7) in a different way. Define matrix $X(n \times r)$ as $H_{2} V$. Ther we get
(8) ainimize $\left\{t=\left(x-z_{2} V\right)^{\prime}\left(x-Z_{2} V\right)+\operatorname{tr}\left(E_{1}-x W^{\prime}\right) \cdot\left(E_{1}-x H^{*}\right)\right\} / n m_{1}$
orer $X$. $V$ and $W$. subject to the conditions that

$$
x=H_{2} v \text { and } R_{x x}=I .
$$

Matrix $R_{x x}$ is equal to $X \times X / r$. Meulman (1986. chap. 5.2.1) discusses the minimization of the loss as formulated in (8). subject to the condition that only $R_{x x}=T$. Thus $X$ does not have to be in the column space of $\mathrm{H}_{2}$. De Lpeuw \& Bijleveld (1987) deal with the same loss function. but they use the condition $R_{x x}=\alpha^{2}$, where $\alpha$ is a parameter. They show that different values of $\alpha$ correspond to various multivariate techniques. e.g. $\alpha=0$ boils down to principal component analysis (PCA). and $\alpha \rightarrow \infty$ corresponds to reduced rank regression.

## Optimal scaling

In many ways nonlinear transformations can be implemented in redundancy analysis. To do so Israëls (1984) employed dummies for variables measured on a nominal measurement level. Meulman (1986, chap. 5.2.1) uses monotone regression in her version of nonlinear RA. Monotone regression is a form of optimal scaling (cf. Young, 1981). This means that the transformations (scaling parameters) minimize the loss. and at the same time measurement restrictions are maintained. We also use optimal scaling. The nonlinear transformations treated in this article are nominal and ordinal (a definition will follow). In addition, of course. linear or numerical transformations are dealt with. 'Dummy transformations'. as
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employed by Israëls (1984), are not discussed, however they can always be obtained by simply coding variables as dummies. and. in addition, by treating these dumaies numerically. Another way to obtain these 'dumm transformations' is by using copies of a variable within the correrponding set. and by treating these copies as nominal. This gives a mitiple nominal (or dumy ) transfomation (cf. Gifi. 1931. chap. 5.2.7). Using copies instead of dumuies has the advantage that one may choose both the dimensionality of the transformation and the measurement level of each copy separately. More information about copies can be found in De Leeuw (1984) and Van der Burg \& De Leeus (1987).
the nominal. ordinal and numerical transformations employed in this article agree with the transformations used by Van der Burg \& De Leeuk (1983) in their yersion of nonlinear CCA (CANALS). Tcgether these three transformations form the optimal scaling. Our definition of optimal scaling corresponds to the definition of Young (1981). He mentioned already that optimal scaling refers to the sact that variables are optimally scaled in the sense of the model. This means that the data matrices $H_{1}$ and $g_{2}$ are replaced by parameter matrices $Q_{1}\left(n \times m_{1}\right)$ and $Q_{2}\left(\Omega \times m_{2}\right)$ such that they optimize the model. i.e. minimize the original loss. but at the same time satisfy the meastrement restrictions. The original loss was formulated in (2). If the parameter matrix $Q_{1}$ is subsituted for $H_{1}$ and $Q_{2}$ for $H_{2}$. this expression can be rewritten as follows. Denote the set of possible transformations for the ith variable. i.e. ith colum of




$G_{i} \in G_{i}\left(i=\sum \ldots \ldots .\right.$.
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